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Abstract. There are currently very few practical methods for assessing the qual-
ity of resources or the reliability of other entities in the online environment. This
makes it difficult to make decisions about which resources can be relied upon
and which entities it is safe to interact with. Trust and reputation systems are
aimed at solving this problem by enabling service consumersto reliably assess
the quality of services and the reliability of entities before they decide to use a
particular service or to interact with or depend on a given entity. Such systems
should also allow serious service providers and online players to correctly rep-
resent the reliability of themselves and the quality of their services. In the case
of reputation systems, the basic idea is to let parties rate each other, for exam-
ple after the completion of a transaction, and use the aggregated ratings about a
given party to derive its reputation score. In the case of trust systems, the basic
idea is to analyse and combine paths and networks of trust relationships in order
to derive measures of trustworthiness of specific nodes. Reputation scores and
trust measures can assist other parties in deciding whetheror not to transact with
a given party in the future, and whether it is safe to depend ona given resource or
entity. This represents an incentive for good behaviour andfor offering reliable
resources, which thereby tends to have a positive effect on the quality of online
markets and communities. This chapter describes the background, current status
and future trend of online trust and reputation systems.

1 Introduction

In the early years of the Internet and the Web, determining whether something or some-
body online could be trusted was not thought of as a problem because the Internet
community consisted of groups and users motivated by commongoals, and with strong
trust in each other. The early adopters typically had good intentions because they were
motivated by the desire to make the new technology successful. Deceptive and fraud-
ulent behaviour only emerged after the new technology was opened up to the general
public and started being used for commercial purposes. The legacy technical architec-
ture and the governance structure of the Internet are clearly inspired by the assumption
of well intentioned participants. However, people and organisations currently engaging
in Internet activities are not uniformly well intentioned,because they are increasingly
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motivated by financial profit and personal gain which can leadto unethical and criminal
behaviour. The current Internet technology makes us poorlyprepared for controlling
and sanctioning the substantial and increasing number of users and service providers
with unethical, malicious and criminal intentions. As a result, the early optimism as-
sociated with the Internet has been replaced by cynicism anddiminishing trust in the
Internet as a reliable platform for building markets and communities.

As a consequence of this development, the topic of trust in open computer networks
is receiving considerable attention in the academic community and the Internet industry.
One approach to the problem is to deploy traditional IT security solutions. However, this
chapter describes a complementary approach that can be described assoft security. The
difference between IT security and soft security is explained next.

It is normally assumed that information security technologies, when properly de-
signed, can provide protection against viruses, worms, Trojans, spam email and any
other threats that users can be exposed to through the Internet. Unfortunately, traditional
IT security technology can only provide protection againstsome, but not all online se-
curity threats. To better understand why, it is useful to look at the definitions of security
and of information security separately.

Security can generally be defined as“the quality or state of being secure - to be
free from danger”[38]. This definition is very broad and covers the protectionof life
and assets from intentional and unintentional human actions, as well as from natural
threats such as storms and earthquakes. In case of protection of information assets, the
term information security is normally assumed. Information security is commonly de-
fined as“the preservation of confidentiality, integrity and availability of Information”
[21], commonly known as the CIA properties. It is here assumed that it is the owner of
information assets who has an interest in keeping those assets free from danger, and in
preserving their CIA properties. However, in many situations we have to protect our-
selves from harmful information assets and from those who offer online resources, so
that the problem in fact is reversed. Traditional IT security solutions are totally inade-
quate for protecting against for example deceitful serviceproviders that provide false
or misleading information. We are thus in a situation where we are faced with serious
threats, against which there is no established and effective protection. The extended
view of online security was first described by Rasmussen & Jansson (1996) [44] who
used the term “hard security” for traditional IT security mechanisms like authentication
and access control, and “soft security” for what they calledsocial control mechanisms.

In case of traditional IT security, the existence of a security policy is always as-
sumed, whereby the owner of information resources authorises certain parties to per-
form specific actions. White Hats (i.e. the good guys) and Black Hats (i.e. the bad
guys) are easily identified depending on whether they act according to, or against the
security policy. In the case of soft security however, this distinction becomes blurred,
because there is generally no formally defined or generally accepted policy that de-
fines what constitutes acceptable behaviour. For example, misrepresentation of online
services might not even be illegal in the jurisdiction of theservice provider, yet a con-
sumer who feels deceived by an online service would most likely define the service
provider as a Black Hat. Soft security mechanisms that can provide protection against
this type of online threats are typically collaborative andbased on input from the whole



community. In contrast to traditional IT security where security policies are clearcut
and often explicitly defined for a specific security domain bya security manager, soft
security is based on an implicit security policy collaboratively emerging from the whole
community. On this background we define soft security as follows.

Definition 1 (Soft Security).Soft security is the collaborative enforcement of, and ad-
herence to common ethical norms by participants in a community.

While the goal of traditional (hard) information security is to preserve the CIA prop-
erties (Confidentiality, Integrity and Availability) of assets within a specific domain, the
goal of soft security mechanisms is to stimulate the qualityof a specific community in
terms of the ethical behaviour and the integrity of its members. What constitutes ethical
norms within a community will in general not be precisely defined. Instead it will be
dynamically defined by certain key players in conjunction with the average user.

Soft security mechanisms use collaborative methods for assessing the behaviour of
members in the community against the ethical norms, making it possible to identify and
sanction those participants who breach the norms, and to recognise and reward mem-
bers who adhere to the norms. A natural side effect is to provide an incentive for good
behaviour which in turn has a positive effect on market quality. Reputation systems
can be called collaborative praise and sanctioning systemsto reflect their collaborative
nature. Reputation systems are already being used in successful commercial online ap-
plications. There is a rapidly growing literature on the theory and applications of trust
and reputation systems. A general observation is that the proposals from the academic
community so far lack coherence. The systems being proposedare usually designed
from scratch, and only in very few cases are authors buildingon proposals by other
authors.

A survey on trust and reputation systems has been published by Jøsanget al. [27].
The purpose of this chapter is to complement that survey and to present the background,
current status and the future trend of trust and reputation systems.

Section 2 attempts to define the concepts of trust and reputation, and the objectives
of trust management in general. Sections 3 and 4 describe some of the main models and
architectures for trust and reputation systems. Sec.5 describes some prominent applica-
tions and related issues. The study is rounded off with a discussion in Sec.6.

2 Context and Fundamental Concepts

2.1 The Notion of Trust

Trust is a directional relationship between two parties that can be calledtrustor and
trustee. One must assume the trustor to be a “thinking entity” in someform meaning
that it has the ability to make assessments and decisions based on received information
and past experience. The trustee can be anything from a person, organisation or physical
entity, to abstract notions such as information or a cryptographic key [22].

A trust relationship has ascope, meaning that it applies to a specific purpose or
domain of action, such as “being authentic” in the case of a anagent’s trust in a cryp-
tographic key, or “providing reliable information” in caseof a person’s trust in the



correctness of an entry in Wikipedia1. Mutual trust is when both parties trust each other
with the same scope, but this is obviously only possible whenboth parties are thinking
entities. Trust influences the trustor’s attitudes and actions, but can also have effects on
the trustee and other elements in the environment, for example, by stimulating recipro-
cal trust [13]. The literature uses the term trust with a variety of meanings [37]. Two
main interpretations are to view trust as the perceived reliability of something or some-
body, called“reliability trust” , and to view trust as a decision to enter into a situation
of dependence, called“decision trust”.

As the name suggest, reliability trust can be interpreted asthe reliability of some-
thing or somebody independently of any actual commitment, and the definition by Gam-
betta (1988) [16] provides an example of how this can be formulated:

Definition 2 (Reliability). Trust is the subjective probability by which an individual,
A, expects that another individual,B, performs a given action on which its welfare
depends.

In Def.2, trust is primarily defined as the trustor’s estimate of the trustee’s reliability
(e.g. expressed as probability) in the context ofdependenceon the trustee.

However, trust can be more complex than Gambetta’s definition suggests. For ex-
ample, Falcone & Castelfranchi (2001) [14] note that havinghigh (reliability) trust in a
person is not necessarily sufficient for deciding to enter into a situation of dependence
on that person. In [14] they write:“For example it is possible that the value of the dam-
age per se (in case of failure) is too high to choose a given decision branch, and this
independently either from the probability of the failure (even if it is very low) or from
the possible payoff (even if it is very high). In other words,that danger might seem to
the agent an intolerable risk”.

To illustrate the difference between reliability trust anddecision trust with a prac-
tical example, consider a fire drill where participants are asked to abseil from the third
floor window of a house using a rope that looks old and appears to be in a state of de-
terioration. In this situation, the participants would assess the probability that the rope
will hold him while abseiling. A person who thinks that the rope could rupture would
distrust the rope and refuse to use it. This is illustrated onthe left side in Fig.1.

Fig. 1.Same reliability trust, but different decision trust

1 http://www.wikipedia.org/



Imagine now that the same person is trapped in a real fire, and that the only escape
is to descend from the third floor window using the same old rope. In this situation it is
likely that the person would trust the rope, even if he thinksit is possible that it could
rupture. This change in trust decision is perfectly rational because the likelihood of in-
jury or death while abseiling is assessed against the likelihood of smoke suffocation and
death by fire. Although thereliability trust in the rope is the same in both situations, the
decision trustchanges as a function of the comparatively different utility values associ-
ated with the different courses of action in the two situations. The following definition
captures the concept of decision trust.

Definition 3 (Decision).Trust is the extent to which a given party is willing to depend
on something or somebody in a given situation with a feeling of relative security, even
though negative consequences are possible.

In Def.3, trust is primarily defined as the willingness to rely on a given object, and
specifically includes the notions ofdependenceon the trustee, and itsreliability. In ad-
dition, Def.3 implicitly also covers situational elementssuch asutility (of possible out-
comes),environmental factors(law enforcement, contracts, security mechanisms etc.)
andrisk attitude(risk taking, risk averse, etc.).

Both reliability trust and decision trust reflect a positivebelief about something on
which trustor depends for his welfare. Reliability trust ismost naturally measured as
a discrete or continuous degree of reliability, whereas decision trust is most naturally
measured in terms of a binary decision. While most trust and reputation models as-
sume reliability trust, decision trust can also modelled. Systems based on decision trust
models should be considered as decision making tools.

The difficulty of capturing the notion of trust in formal models in a meaningful way
has led some economists to reject it as a computational concept. The strongest expres-
sion for this view has been given by Williamson (1993) [52] who argues that the notion
of trust should be avoided when modelling economic interactions, because it adds noth-
ing new, and that well studied notions such as reliability, utility and risk are adequate
and sufficient for that purpose. Personal trust is the only type of trust that can be mean-
ingful for describing interactions, according to Williamson. He argues that personal
trust applies to emotional and personal interactions such as love relationships where
mutual performance is not always monitored and where failures are forgiven rather
than sanctioned. In that sense, traditional computationalmodels would be inadequate
e.g. because of insufficient data and inadequate sanctioning, but also because it would
be detrimental to the relationships if the involved partieswere to take a computational
approach. Non-computation models for trust can be meaningful for studying such rela-
tionships according to Williamson, but developing such models should be done within
the domains of sociology and psychology, rather than in economy.

In the light of Williamson’s view on modelling trust it becomes important to judge
the purpose and merit of trust management itself. Can trust management add anything
new and valuable to the Internet technology and economy? Theanswer, in our opinion,
is definitely yes. The value of trust management lies in the architectures and mecha-
nisms for collecting trust relevant information, for efficient, reliable and secure pro-
cessing, for distribution of derived trust and reputation scores, and for taking this in-
formation into account when navigating the Internet and making decisions about online



activities and transactions. Economic models for risk taking and decision making are
abstract and do not address how to build trust networks and reputation systems. Trust
management specifically addresses how to build such systems, and can in addition in-
clude aspects of economic modelling whenever relevant and useful.

It can be noted that the traditional cues of trust and reputation that we are used
to observe and depend on in the physical world are missing in online environments.
Electronic substitutes are therefore needed when designing online trust and reputation
systems. Furthermore, communicating and sharing information related to trust and rep-
utation is relatively difficult, and normally constrained to local communities in the phys-
ical world, whereas IT systems combined with the Internet can be leveraged to design
extremely efficient systems for exchanging and collecting such information on a global
scale. Motivated by these basic observations, the design oftrust and reputation systems
should focus on:

a. Finding adequate online substitutes for the traditionalcues to trust and reputation
that we are used to in the physical world, and identifying newinformation elements
(specific to a particular online application) which are suitable for deriving measures
of trust and reputation.

b. Taking advantage of IT and the Internet to create efficientsystems for collecting that
information, and for deriving measures of trust and reputation, in order to support
decision making and to improve the quality of online markets.

These simple principles invite rigorous research in order to answer some funda-
mental questions: What information elements are most suitable for deriving measures
of trust and reputation in a given application? How can theseinformation elements be
captured and collected? What are the best principles for designing such systems from a
theoretic and from a usability point of view? Can they be maderesistant to attacks of
manipulation by strategic agents? How should users includethe information provided
by such systems into their decision process? What role can these systems play in the
business model of commercial companies? Do these systems truly improve the quality
of online trade and interactions? These are important questions that need good answers
and corresponding solutions in order for trust and reputation systems to reach their full
potential in online environments.

2.2 Reputation and Trust

The concept of reputation is closely linked to that of trustworthiness, but it is evident
that there is a clear and important difference. For the purpose of this study, we will
define reputation according to Merriam-Webster’s online dictionary [38].

Definition 4 (Reputation). The overall quality or character as seen or judged by peo-
ple in general.

This definition corresponds well with the view of social network researchers [15,
36] that reputation is a quantity derived from the underlying social network which is
globally visible to all members of the network. The difference between trust and repu-
tation can be illustrated by the following perfectly normaland plausible statements:



a. “I trust you because of your good reputation.”
b. “I trust you despite your bad reputation.”

Assuming that the two sentences relate to the same trust scope, statement a) reflects
that the relying party is aware of the trustee’s reputation,and bases his trust on that.
Statement b) reflects that the relying party has some privateknowledge about the trustee,
e.g. through direct experience or intimate relationship, and that these factors overrule
any (negative) reputation that a person might have. This observation reflects that trust
ultimately is a personal and subjective phenomenon that that is based on various factors
or evidence, and that some of those carry more weight than others. Personal experience
typically carries more weight than second hand trust referrals or reputation, but in the
absence of personal experience, trust often has to be based on referrals from others.

Reputation can be considered as a collective measure of trustworthiness (in the
sense of reliability) based on the referrals or ratings frommembers in a community.
An individual’s subjective trust can be derived from a combination of received refer-
rals and personal experience. In order to avoid dependence and loops it is required that
referrals be based on first hand experience only, and not on other referrals. As a conse-
quence, an individual should only give subjective trust referral when it is based on first
hand evidence or when second hand input has been removed fromits derivation base
[30]. It is possible to abandon this principle for example when the weight of the trust
referral is normalised or divided by the total number of referrals given by a single entity,
and the latter principle is e.g. applied in Google’s PageRank algorithm [43] described
in more detail in Sec.5.2 below.

Reputation can relate to a group or to an individual. A group’s reputation can for
example be modelled as the average of all its members’ individual reputations, or as the
average of how the group is perceived as a whole by external parties. Tadelis’ (2001)
[51] study shows that an individual belonging to to a given group will inherit ana priori
reputation based on that group’s reputation. If the group isreputable all its individual
members willa priori be perceived as reputable and vice versa.

2.3 Trust Transitivity

Trust transitivity means, for example, that if Alice trustsBob who trusts Eric, then Alice
will also trust Eric. This assumes that Bob actually tells Alice that he trusts Eric, which
is called arecommendation. This is illustrated in Fig.2, where the indexes indicate the
order in which the trust relationships and recommendationsare formed.

Trust is only conditionally transitive [8]. For example thefact that Alice trusts Bob
to look after her child, and Bob trusts Eric to fix his car, doesnot imply that Alice trusts
Eric for looking after her child, nor for fixing her car. However, under certain semantic
constraints [30], trust can be transitive, and a trust system can be used to derive trust.
In the last example, trust transitivity collapses because the scopes of Alice’s and Bob’s
trust are different.

Based on the situation of Fig.2, let us assume that Alice needs to have her car ser-
viced, so she asks Bob for his advice about where to find a good car mechanic in town.
Bob is thus trusted by Alice to know about a good car mechanic and to tell his honest
opinion about that. Bob in turn trusts Eric to be a good car mechanic.



Fig. 2. Transitive trust principle

It is important to separate between trust in the ability to recommend a good car
mechanic which representsreferral trust, and trust in actually being a good car me-
chanic which representsfunctional trust. The scope of the trust is nevertheless the same,
namely to be a good car mechanic. Assuming that, on several occasions, Bob has proven
to Alice that he is knowledgeable in matters relating to car maintenance, Alice’s referral
trust in Bob for the purpose of recommending a good car mechanic can be considered to
bedirect. Assuming that Eric on several occasions has proven to Bob that he is a good
mechanic, Bob’s functional trust in Eric can also be considered to be direct. Thanks to
Bob’s advice, Alice also trusts Eric to actually be a good mechanic. However, this func-
tional trust must be considered to beindirect, because Alice has not directly observed
or experienced Eric’s skills in servicing and repairing cars.

Let us slightly extend the example, wherein Bob does not actually know any car
mechanics himself, but he trusts Claire, whom he believes knows a good car mechanic.
As it happens, Claire is happy to recommend the car mechanic named Eric. As a result
of transitivity, Alice is able to derive trust in Eric, as illustrated in Fig.3, where dr-trust
denotes direct referral trust, df-trust denotes direct functional trust, and if-trust denotes
indirect functional trust.

dr-trust dr-trust df-trust

rec� rec.

derived if-trust

Alice Bob Claire Eric

� � �

��

�

Fig. 3. Trust derived through transitivity

Defining the exact scope of Alice’s trust in Bob is more complicated in this extended
example. It seems that Alice trusts Bob to recommend somebody (who can recommend
somebody etc.) who can recommend a good car mechanic. The problem with this type
of formulation is that the length of the trust scope expression becomes proportional



with the length of the transitive path, so that the trust scope expression rapidly becomes
unmanageable. It can be observed that this type of trust scope has a recursive structure
that can be exploited to define a more compact expression for the trust scope. As already
mentioned, trust in the ability to recommend represents referral trust, and is precisely
what allows trust to become transitive. At the same time, referral trust always assumes
the existence of a functional trust scope at the end of the transitive path, which in this
example is about being a good car mechanic.

The “referral” variant of a trust scope can be considered to be recursive, so that any
transitive trust chain, with arbitrary length, can be expressed using only one trust scope
with two variants. This principle is captured by the following criterion.

Definition 5 (Functional Trust Derivation Criterion). Derivation of functional trust
through referral trust, requires that the last trust arc represents functional trust, and all
previous trust arcs represents referral trust.

In practical situations, a trust scope can be characterisedby being general or spe-
cific. For example, knowing how to change wheels on a car is more specific than to be
a good car mechanic, where the former scope is a subset of the latter. Whenever the
functional trust scope is equal to, or a subset of the referral trust scopes, it is possible to
form transitive paths. This can be expressed with the following consistency criterion.

Definition 6 (Trust Scope Consistency Criterion).A valid transitive trust path re-
quires that the trust scope of the functional/last arc in thepath be a subset of all previous
arcs in the path.

Trivially, every arc can have the same trust scope. Transitive trust propagation is
thus possible with two variants (i.e. functional and referral) of a single trust scope.

A transitive trust path stops at the first functional trust arc encountered. It is, of
course, possible for a principal to have both functional andreferral trust in another
principal, but that should be expressed as two separate trust arcs. The existence of both
a functional and a referral trust arc, e.g. from Claire to Eric, should be interpreted as
Claire having trust in Eric not only to be a good car mechanic,but also to recommend
other car mechanics.

The examples above assume some sort of absolute trust between the agents in the
transitive chain. In reality trust is never absolute, and many researchers have proposed
to express trust as discrete verbal statements, as probabilities or other continuous mea-
sures. When applying computation to such trust measures, intuition dictates that trust
should be weakened or diluted through transitivity. Revisiting the above example, this
means that Alice’s derived trust in the car mechanic Eric through the recommenders
Bob and Claire can be at most as strong or confident as Claire’strust in Eric. How
trust strength and confidence should be formally represented depends on the particular
formalism used.

It could be argued that negative trust in a transitive chain can have the paradoxical
effect of strengthening the derived trust. Take for examplethe case where Alice dis-
trusts Bob, and Bob distrusts Eric. In this situation, it might be reasonable for Alice



to derive positive trust in Eric, since she thinks “Bob is trying to trick me, I will not
rely on him”. When using the principle that the enemy of my enemy is my friend, the
fact that Bob recommends distrust in Eric should count as a pro-Eric argument from
Alice’s perspective. The question of how transitivity of distrust should be interpreted
can quickly become very complex because it can involve multiple levels of deception.
Models based on this type of reasoning have received minimalattention in the trust
and reputation systems literature, and it might be argued that the study of such mod-
els belongs to the intelligence analysis discipline, rather than online trust management.
However, the fundamental issues and problems are the same inboth disciplines

The analysis of transitive trust relating to the example of Fig.3 uses a rich set of se-
mantic elements. In practical systems and implementationsit might be necessary to use
simplified models, e.g. by not making any distinction between referral and functional
trust, or between direct and indirect trust, and by not specifying trust scopes. This is
because it might not be possible to obtain detailed information for making distinctions
between trust semantics, and because it would require overly complex mathematical
models to take the rich set of aspects into account.

2.4 IT Security and Trust

The term trust is being used extensively in the context if IT security where it can take
various meanings. The concepts of Trusted Systems and TCB (Trusted Computing
Base) are among the earliest examples of this (see e.g. Abrams 1995 [3]). A trusted
system can simply be interpreted as a system designed with strong security as a major
goal, and the TCB as the set of hardware and software components that contribute to the
security. The concept of evaluation assurance level is a standardised measure of security
for trusted systems2. Some organisations require systems with high assurance levels for
high risk applications or for processing sensitive information. In an informal sense, the
assurance level expresses a level of (reliability) trustworthiness of given system. How-
ever, it is evident that additional information, such as warnings about newly discovered
security flaws, can carry more weight than the evaluation assurance level when users
form their own subjective opinion about a trusted system.

More recently, the concept of TC (Trusted Computing) has been introduced by the
industry. In general, TC can be defined as information processing on a platform with
specialised security hardware. More specifically, TC can mean information processing
on a platform equipped with a TPM (Trusted Platform Module) hardware chip that
provides specific functionality as standardised by the TCG (Trusted Computing Group)
3.

The term Trust Management has been, and still is used with therelatively narrow
meaning of distributed access control, which was in fact thefirst usage of the term
[5]. According to this interpretation, the owner of a resource can determine whether
a third party can be trusted to access resources based on attribute certificates that can
be chained in a transitive fashion. The related concept of Trust Negotiation is used to

2 See e.g. the UK CESG at http://www.cesg.gov.uk/ or the Common Criteria Project at
http://www.commoncriteriaportal.org/

3 https://www.trustedcomputinggroup.org/home



describe the process of exchanging access credentials and certificates between a re-
questor and the resource owner with the purpose of determining whether the requestor
is authorised to access the resources.

In identity management, the term Circle of Trust is defined bythe Liberty Alliance4

to denote a group of organisations that have entered into an agreement of mutual accep-
tance of security and authentication assertions for authentication and access control of
users. The Liberty alliance has adopted SAML2.0 [42] as the standard for specifying
such security assertions. The WS-Trust standard5 which has been developed mainly by
IBM and Microsoft specifies how to define security assertionsthat can be exchanged
with the WS-Security protocol. WS-Trust and WS-Security have the same purpose as,
but are incompatible with SAML2.0. It remains to be seen which of these standards will
survive in the long run. Other trust related IT terms are for example

– TTP (Trusted Third Party), which normally denotes an entitythat can keep secrets
– Trusted Code, which means a program that runs with system or root privileges
– Trust Provider, which can mean a CA (Certificate Authority) in a PKI.

In cryptography and security protocol design, trust is often used to denote the be-
liefs in the initial assumptions and in the derived conclusions. In that sense, security
protocols represent mechanisms for propagating trust fromwhere it exists (i.e. the ini-
tial assumptions) to where it is needed (i.e. the conclusions). Analysing this form of
trust propagation can be done with formal logics and formal methods [50].

The meanings of the various trust related terms used by the ITsecurity community
can in general not be intuitively derived and understood solely from the terms them-
selves. Instead they often have a complex meaning that must be explained in order to
be properly understood. The purpose of using trust related terms is twofold: they pro-
vide a short and practical metaphor for something that wouldbe tedious to explain each
time, and they can also represent marketing slogans to promote particular solutions or
interests. The TPM is for example criticised for representing DRM (Digital Rights Man-
agement) technology that creates unnecessary complexity and increased cost in PCs and
media devices and that can be used to lock users to specific vendors6. Applying the term
“trusted computing” to this technology has the deceptive marketing effect of defusing
public criticism because it sounds like it protects the users whereas in reality it does
not7.

In general, security mechanisms protect systems and data from being adversely af-
fected by malicious and non-authorised parties. The effectof this is that those systems
and data can be considered more reliable, and thus more trustworthy. A side effect of
implementing strong security is that the functionality andflexibility suffer, so that there
is a trade-off between security on the one hand and functionality/flexibility on the other.
It is therefore clear that the potential for business applications can suffer with increased
real security. On the other hand, users and organisations will tend to use systems that

4 http://www.projectliberty.org/
5 http://www.ibm.com/developerworks/library/specification/ws-trust/
6 See e.g. the TC FAQ at http://www.cl.cam.ac.uk/∼rja14/tcpa-faq.html and the Content Protec-

tion Cost Analysis at http://www.cs.auckland.ac.nz/∼pgut001/pubs/vistacost.html
7 See e.g. the animation about TC at http://www.lafkon.net/tc/



they trust, and increased perceived security is a contributing factor for increased trust,
which in turn is a catalyst for the uptake of online activity and business. Because real
and perceived security seems to have opposite effects on e-business it is interesting to
look at their combined effect, as illustrated in Fig.4.

Fig. 4.Combining the effects of real and perceived security on e-business

The shaded triangle on the right hand side graph represents the potential for e-
business which is bounded by the effect of decreased functionality as a result of real
security, and by the effect of distrust as a result of perceived insecurity. Assuming that
the levels of perceived and real security are equal, the optimal situation would be to
have a moderate level of real security which results in a moderate level of trust. If it were
possible to separate perceived security from real security, it could be optimal to decrease
the level of real security and artificially boost the level ofperceived security. There is
evidence of this happening in the e-commerce industry. For example, online banks used
to instruct their customers to look for the locked padlock inthe corner of the Web
browser as an indicator for transaction security in the formof SSL-based encryption
and authentication. That was until phishing attacks emerged. In contradiction to what
was claimed, SSL does not provide any practical authentication. The padlock gives a
false impression of security because Web browsers display it even when connected to
phishing Websites. However, the padlock initially had the effect of making customers
trust and start using the Internet as a medium for conductingbank transactions. With
the realisation that SSL does not provide any practical authentication, perceived Web
security has subsequently been adjusted to correspond better with real Web security.

2.5 Collaborative filtering and Collaborative Sanctioning

Collaborative filtering systems(CF) have similarities with reputation systems in the
sense that both types of systems collect ratings from members in a community. How-
ever they also have fundamental differences. The assumptions behind CF systems is
that different people have different tastes, and rate things differently according to sub-
jective taste. If two users rate a set of items similarly, they share similar tastes, and are



grouped in the same cluster. This information can be used to recommend items that one
participant likes, to other members of the same cluster. Implementations of this tech-
nique represent a form ofrecommender systemswhich is commonly used for targeted
marketing. This must not be confused with reputation systems which are based on the
seemingly opposite assumption, namely that all members in acommunity should judge
a product or service consistently. In this sense the term“collaborative sanctioning”
(CS) [39] has been used to describe reputation systems, because the purpose is to sanc-
tion poor service providers, with the aim of giving an incentive for them to provide
quality services.

CF takes ratings subject to taste as input, whereas reputation systems take ratings
assumed insensitive to taste as input. People will for example judge data files contain-
ing film and music differently depending on their taste, but all users will judge files
containing viruses to be bad. CF systems can be used to selectthe preferred files in the
former case, and reputation systems can be used to avoid the bad files in the latter case.
There will of course be cases where CF systems identify itemsthat are invariant to taste,
which simply indicates low usefulness of that result for recommendation purposes. In-
versely, there will be cases where ratings that are subject to personal taste are being
fed into reputation systems. The latter can cause problems,because a reputation system
would normally interpret difference in taste as differencein service provider reliability,
potentially leading to misleading reputation scores.

There is a great potential for combining CF and reputation systems, e.g. by filtering
reputation scores to reflect ratings from users with a commontaste. This could result in
more reliable reputation scores. Theoretic schemes include Damianiet al.’s (2002) pro-
posal to separate between provider reputation and resourcereputation in P2P networks
[11].

3 Trust Models and Systems

The main differences between trust and reputation systems can be described as follows:
Trust systems produce a score that reflects the relying party’s subjective view of an
entity’s trustworthiness, whereas reputation systems produce an entity’s (public) repu-
tation score as seen by the whole community. Secondly, transitivity of trust paths and
networks is an explicit component in trust systems, whereasreputation systems usually
do not take transitivity into account, or only in an implicitway. Finally, trust systems
take subjective expressions of (reliability) trust about other entities as input, whereas
reputation systems take ratings about specific (and objective) events as input.

There can of course be trust systems that incorporate elements of reputation systems
and vice versa, so that it is not always clear how a given systems should be classified.
The descriptions of the various trust and reputation systems below must therefor be seen
in this light.

Interpreting trust or trustworthiness as a measure of reliability allows a whole range
of metrics to be applied, from discrete to continuous and normalised metrics. This sec-
tion gives a brief overview of these approaches.



3.1 Discrete Trust Models

Humans are often better able to rate performance in the form of discrete verbal state-
ments, than in the form of continuous measures. A system thatallows trust to be ex-
pressed in the form of a discrete statement like“usually trusted” provides better us-
ability than in the form of a probability value. This is because the meaning of discrete
verbal statements comes to mind immediately, whereas probability values require more
cognitive effort to be interpreted. Some systems, including [1, 6, 7, 35, 55] are based on
discrete trust models.

Discrete measures do not easily lend themselves to sound computational principles.
Instead, heuristic methods such as look-up tables must be used. The software encryption
tool PGP uses discrete measures for expressing and analysing trust in public keys. PGP
implements a very pragmatic approach to the complex issue ofderiving trust from a
trust network, and is described in more detail in Sec.5.1.

3.2 Probabilistic Trust Models

The advantage of probabilistic models is that the rich body of probabilistic methods
can be directly applied. This provides a great variety of possible derivation methods,
from simple models based on probability calculus to models using advanced statistical
methods. An overview of Bayesian approaches is provided in [32].

Certain models require normalisation in order to produce consistent results. This is
for example the case for Google’s PageRank algorithm [43]. This is because PageRank
requires additivity (i.e. that the sum of probabilities equals one) over the whole popula-
tion of Web pages. This means that a Web page can only increaseits rank at the cost of
others. PageRank can also be described as a flow models because it computes trust or
reputation by transitive iteration through looped or arbitrarily long chains. PageRank is
described in more detail in Sec.8

Other flow models are the Appleseed algorithm [54], Advogato’s reputation scheme
[33], and the EigenTrust model [31]. The latter computes agent trust scores in P2P
networks through repeated and iterative multiplication and aggregation of trust scores
along transitive chains until the trust scores for all agentmembers of the P2P community
converge to stable values.

3.3 Belief Models

Belief theory is a framework related to probability theory,but where the sum of proba-
bilities over all possible outcomes not necessarily add up to 1, and the remaining prob-
ability is interpreted as uncertainty.

Jøsang (1999,2001) [23, 24] has proposed a belief/trust metric calledopinion de-
noted byωA

x = (b, d, u, a), which expresses the relying partyA’s belief in the truth
of statementx. Hereb, d, andu represent belief, disbelief and uncertainty respectively
whereb, d, u ∈ [0, 1] and b + d + u = 1. The parametera ∈ [0, 1] represents the
base rate in the absence of evidence, and is used for computing an opinion’s probabil-
ity expectation valueE(ωA

x ) = b + au, meaning thata determines how uncertainty
shall contribute toE(ωA

x ). When the statementx for example says“David is honest



and reliable”, then the opinion can be interpreted as reliability trust inDavid. As an
example, let us assume that Alice needs to get her car serviced, and that she asks Bob
to recommend a good car mechanic. When Bob recommends David,Alice would like
to get a second opinion, so she asks Claire for her opinion about David. This situation
is illustrated in fig. 5 below.
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Fig. 5. Deriving trust from parallel transitive chains

When trust and trust referrals are expressed as opinions, each transitive trust path
Alice→Bob→David, and Alice→Claire→David can be computed with thediscount-
ing operator, where the idea is that the referrals from Bob and Claire are discounted
as a function Alice’s trust in Bob and Claire respectively. Finally the two paths can be
combined using the cumulativeconsensus operatoror by the averaging operator. These
operators form part ofSubjective Logic[24, 25], and semantic constraints must be sat-
isfied in order for the transitive trust derivation to be meaningful [30]. Opinions can be
uniquely mapped to beta PDFs, and this sense the consensus operator is equivalent to
the Bayesian updating described in Sec.4.3. This model is thus both belief-based and
Bayesian.

By assuming Alice’s trust in Bob and Bob’s trust in Claire to be positive but not
absolute, Alice’s derived trust in Eric is intuitively weaker than Claire’s trust in Eric.

Claire obviously recommends to Bob her opinion about Eric asa car mechanic, but
Bob’s recommendation to Alice is ambiguous. It can either bethat Bob passes Claire’s
recommendation unaltered on to Alice, or that Bob derives indirect trust in Eric which
he recommends to Alice. The latter way of passing recommendations can create prob-
lems, and it is better when Alice receives Claire’s recommendation unaltered.

3.4 Fuzzy Models

Trust and reputation can be represented as linguistically fuzzy concepts, where mem-
bership functions describe to what degree an agent can be described as e.g. trustworthy
or not trustworthy. Fuzzy logic provides rules for reasoning with fuzzy measures of this
type. The scheme proposed by Manchala (1988) [35] describedin Sec.2 as well as the
REGRET reputation system proposed by Sabater & Sierra (2001,2002) [46–48] fall in



this category. In Sabater & Sierra’s scheme, what they callindividual reputationis de-
rived from private information about a given agent, what they call social reputationis
derived from public information about an agent, and what they call context dependent
reputationis derived from contextual information.

3.5 Modelling Decision Trust

There are only a few computational trust models that explicitly take risk into account
[17]. Studies that combine risk and trust include Manchala (1998) [35] and Jøsang &
Lo Presti (2004) [29]. The system described by Manchala (1998) [35] avoids expressing
measures of trust directly, and instead develops a model based on trust-related variables
such as the cost of the transaction and its history, and defines risk-trust decision matri-
ces as illustrated in Figure 6. The risk-trust matrices are then used together with fuzzy
logic inference rules to determine whether or not to transact with a particular party.
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Fig. 6. Risk-trust matrix (from Manchala (1998) [35]).

Manchala’s risk-trust matrix is intuitive and simple to apply. The higher the value
at stake, the more positive experiences are required to decide to trust.

Jøsang and Lo Presti use simple economic modelling, taking into account probabil-
ity of success, gain, risk attitude and asset value at stake.Let FC express the fraction of
capital at stake, meaning that the relying party is investing fractionFC of its total capi-
tal in the transaction. LetGs express the gain factor and letp express the probability of
success of the transaction. IntuitivelyFC increases withGs whenp is fixed, and simi-
larly FC increases withp whenGs fixed. In order to illustrate this general behaviour let
a given agent’s risk attitude for example be determined by the function:

FC(p, Gs) = p
λ

Gs (1)

whereλ ∈ [1,∞] is a factor moderating the influence of the transaction gainGs

on the fraction of total capital that the relying party is willing to put at risk. The term
decision surfacedescribes the type of surface illustrated in Figure 7.



0
500

1000
1500

2000Transaction gain Gs
0

0.2

0.4

0.6

0.8

1

Probability p0

0.2

0.4

0.6

0.8

1

Fraction of capital FC

Fig. 7. Example of an agent’s risk attitude expressed as a decision surface.

λ is interpreted as a factor of the relying party’s risk attitude in the given transaction
context, and in the graph of Fig.7 we have setλ = 10000. A low λ value is repre-
sentative of a risk-taking behaviour because it increases the volume under the surface
delimited byFC (pushes the decision surface upwards in Figure 7), whereas ahigh λ
value represents risk aversion because it reduces the volume under the surface (pushes
the decision surface down).

Risk attitudes are relative to each individual, so the shapeof the surface in Figure 7
only represents an example and will of course differ for eachagent.

A particular transaction will be represented by a point in the 3D space of Figure 7
with coordinates (Gs, p, FC ). Because the surface represents an agent’s risk attitude the
agent will per definition accept a transaction for which the point is located underneath
the decision surface, and will reject a transaction for which the point is located above
the decision surface.

4 Reputation Models and Systems

Seen from the relying party’s point of view, reputation scores can be computed based
on own experience, on second hand referrals, or on a combination of both. In the jar-
gon of economic theory, the termprivate informationis used to describe first hand
information resulting from own experience, andpublic informationis used to describe
publicly available second hand information, i.e. information that can be obtained from
third parties.



Reputation systems are typically based on public information in order to reflect
the community’s opinion in general, which is in line with Def.4 of reputation. Private
information that is submitted to a public reputation centeris here considered as public
information. An entity who relies on the reputation score ofsome remote party, is in
fact trusting that party by implicitly trusting those who have rated that party, which in
principle istrust transitivityas described in Sec.2.3.

This section describes reputation system architectures and various principles for
computing reputation and trust measures. Some of the principles are used in commercial
applications, whereas others have been proposed by the academic community.

4.1 Reputation Network Architectures

The technical principles for building reputation systems are described in this and the fol-
lowing section. The network architecture determines how ratings and reputation scores
are communicated between participants in a reputation systems. The two main types
are centralised and distributed architectures.

Centralised Reputation SystemsIn centralised reputation systems, information about
the performance of a given participant is collected as ratings from other members in the
community who have had direct experience with that participant. The central authority
(reputation centre) that collects all the ratings typically derives a reputation score for
every participant, and makes all scores publicly available. Participants can then use each
other’s scores, for example, when deciding whether or not totransact with a particular
party. The idea is that transactions with reputable participants are likely to result in more
favourable outcomes than transactions with disreputable participants.

Fig.8 below shows a typical centralised reputation framework, whereA andB de-
note transaction partners with a history of transactions inthe past, and who consider
transacting with each other in the present.
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Fig. 8. General framework for a centralised reputation system



After each transaction, the agents provide ratings about each other’s performance
in the transaction. The reputation centre collects ratingsfrom all the agents, and con-
tinuously updates each agent’s reputation score as a function of the received ratings.
Updated reputation scores are provided online for all the agents to see, and can be used
by the agents to decide whether or not to transact with a particular agent. The two
fundamental aspects of centralised reputation systems are:

a. Centralised communication protocolsthat allow participants to provide ratings about
transaction partners to the central authority, as well as toobtain reputation scores
of potential transaction partners from the central authority.

b. A reputation computation engineused by the central authority to derive reputation
scores for each participant, based on received ratings, andpossibly also on other
information.

Distributed Reputation Systems There are environments where a distributed repu-
tation system, i.e. without any centralised functions, is better suited than a centralised
system. In a distributed system there is no central locationfor submitting ratings or ob-
taining reputation scores of others. Instead, there can be distributed stores where ratings
can be submitted, or each participant simply records the opinion about each experience
with other parties, and provides this information on request from relying parties. A rely-
ing party, who considers transacting with a given target party, must find the distributed
stores, or try to obtain ratings from as many community members as possible who have
had direct experience with that target party. This is illustrated in fig.9 below.
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The relying party computes the reputation score based on thereceived ratings. In
case the relying party has had direct experience with the target party, the experience
from that encounter can be taken into account as private information, possibly carrying
a higher weight than the received ratings. The two fundamental aspects of distributed
reputation systems are:

a. A distributed communication protocolthat allows participants to obtain ratings
from other members in the community.



b. A reputation computation methodused by each individual agent to derive reputation
scores of target parties based on received ratings, and possibly on other information.

Peer-to-Peer(P2P) networks represent a environment well suited for distributed
reputation management. In P2P networks, every node plays the role of both client and
server, and is therefore sometimes called aservent. This allows the users to overcome
their passive role typical of web navigation, and to engage in an active role by provid-
ing their own resources. There are two phases in the use of P2Pnetworks. The first is
thesearchphase, which consists of locating the servent where the requested resource
resides. In some P2P networks, the search phase can rely on centralised functions. One
such example is Napster8 which has a resource directory server. In pure P2P networks
like Gnutella9 and Freenet10, also the search phase is distributed. Intermediate archi-
tectures also exist, e.g. the FastTrack architecture whichis used in P2P networks like
KaZaA11, grokster12 and iMesh13. In FastTrack based P2P networks, there are nodes
and supernodes, where the latter keep tracks of other nodes and supernodes that are
logged onto the network, and thus act as directory servers during the search phase.

After the search phase, where the requested resource has been located, comes the
download phase, which consists of transferring the resource from the exporting to the
requesting servent.

P2P networks introduce a range of security threats, as they can be used to spread ma-
licious software, such as viruses and Trojan horses, and easily bypass firewalls. There
is also evidence that P2P networks suffer from free riding [4]. Reputation systems are
well suited to fight these problems, e.g. by sharing information about rogue, unreliable
or selfish participants. P2P networks are controversial because they have been used to
distribute copyrighted material such as MP3 music files, andit has been claimed that
content poisoning14 has been used by the music industry to fight this problem. We donot
defend using P2P networks for illegal file sharing, but it is obvious that reputation sys-
tems could be used by distributors of illegal copyrighted material to protect themselves
from poisoning. Many authors have proposed reputation systems for P2P networks [2,
10–12,18, 31, 34]. The purpose of a reputation system in P2P networks is to determine:

a. which servents are most reliable at offering the best quality resources, and
b. which servents provide the most reliable information with regard to (1).

In a distributed environment, each participant is responsible for collecting and com-
bining ratings from other participants. Because of the distributed environment, it is
often impossible or too costly to obtain ratings resulting from all interactions with a
given agent. Instead the reputation score is based on a subset of ratings, usually from
the relying party’s “neighbourhood”.

8 http://www.napster.com/
9 http://www.gnutella.com

10 http://www.zeropaid.com/freenet
11 http://www.kazaa.com
12 http://www.grokster.com/
13 http://imesh.com
14 Poisoning music file sharing networks consists of distributing files with legitimate titles - and

put inside them silence or random noise.



4.2 Simple Summation or Average of Reputation Ratings

The simplest form of computing reputation scores is simply to sum the number of pos-
itive ratings and negative ratings separately, and to keep atotal score as the positive
score minus the negative score. This is the principle used ineBay’s reputation forum
which is described in detail in [45]. The advantage is that anyone can understand the
principle behind the reputation score, the disadvantage that it is primitive and therefore
gives a poor picture participants’ reputation score although this is also due to the way
rating is provided.

A slightly more advanced scheme proposed in e.g. [49] is to compute the reputation
score as the average of all ratings, and this principle is used in the reputation systems of
numerous commercial web sites, such as Epinions, and Amazon.

Advanced models in this category compute a weighted averageof all the ratings,
where the rating weight can be determined by factors such as rater trustworthiness/reputation,
age of the rating, distance between rating and current scoreetc.

4.3 Bayesian Reputation Systems

Bayesian systems have a solid mathematical foundation, andare based on computing
reputation scores by statistical updating of binomial Betaor multinomial Dirichlet prob-
ability density functions (PDF). Thea posteriori(i.e. the updated) reputation score is
computed by combining thea priori (i.e. previous) reputation score with the new rating
[26, 39–41,53, 28]. Binomial reputation systems allow ratings to be expressed with two
values, as either positive (e.g.good) or negative (e.g.bad). Multinomial reputation sys-
tems allow the possibility of providing ratings with gradedlevels such as e.g.mediocre
- bad - average - good - excellent. In addition, multinomial models are able to distin-
guish between the case of polarised ratings (i.e. a combination of strictly good and bad
ratings) and the case of only average ratings. The ability toindicate when ratings are
polarised can provide valuable clues to the user in many situations. Multinomial repu-
tation systems therefore provide great flexibility when collecting ratings and providing
reputation scores.

Multinomial Bayesian reputation systems allow ratings to be provided overk differ-
ent levels which can be considered as a set ofk disjoint elements. Let this set be denoted
asΛ = {L1, . . . Lk}, and assume that ratings are provided as votes on the elements of
Λ. This leads to a Dirichlet probability density function over thek-component random
probability variablep(Li), i = 1 . . . k with sample space[0, 1]k, subject to the simple
additivity requirement

∑k
i=1 p(Li) = 1.

The Dirichlet distribution with prior captures a sequence of observations of thek
possible outcomes withk positive real rating parametersr(Li), i = 1 . . . k, each cor-
responding to one of the possible levels. In order to have a compact notation we define
a vector~p = {p(Li) | 1 ≤ i ≤ k} to denote thek-component probability variable, and
a vector~r = {ri | 1 ≤ i ≤ k} to denote thek-component rating variable.

In order to distinguish between thea priori default base rate, and thea posteriori
ratings, the Dirichlet distribution must be expressed withprior information represented
as a base rate vector~a over the state space.



Let Λ = {L1, . . . Lk} be a state space consisting ofk mutually disjoint elements
which can be rating levels. Let~r represent the rating vector over the elements ofΛ
and let~a represent the base rate vector over the same elements. The reputation score
is defined in terms of the expectation value of each random probability variable corre-
sponding to the rating levels. This provides a sound mathematical basis for combining
ratings and for expressing reputation scores. The probability expectation of any of the
k random probability variables can be written as:

E(p(Li) | ~r,~a) =
r(Li) + Ca(Li)

C +
∑k

i=1 r(Li)
. (2)

Thea priori weightC will normally be set toC = 2 when a uniform distribution
over binary state spaces is assumed. Selecting a larger value for C will result in new
observations having less influence over the Dirichlet distribution. The combination of
the base rate vector~a and thea priori weightC can in fact represent specifica priori
information provided by a domain expert or by another reputation system. It can be
noted that it would be unnatural to require a uniform distribution over arbitrary large
state spaces because it would make the sensitivity to new evidence arbitrarily small. The
value ofC determines the approximate number of votes needed for a particular level to
influence the probability expectation value of that level from 0 to 0.5

A general reputation system allows for an agent to rate another agent or service,
with any level from a set of predefined rating levels. Some form of control over what
and when ratings can be given is normally required, such as e.g. after a transaction has
taken place, but this issue will not be discussed here. Let there bek different discrete
rating levels. This translates into having a state space of cardinalityk for the Dirichlet
distribution. Let the rating level be indexed byi. The aggregate ratings for a particular
agenty are stored as a cumulative vector, expressed as:

~Ry = (Ry(Li) | i = 1 . . . k) . (3)

Each new discrete rating of agenty by an agentx takes the form of a trivial vector
~r x

y where only one element has value 1, and all other vector elements have value 0.
The indexi of the vector element with value 1 refers to the specific rating level. The
previously stored vector~R is updating by adding the newly received rating vector~r.

Agents (and in particular human agents) may change their behaviour over time,
so it is desirable to give relatively greater weight to more recent ratings. This can be
achieved by introducing a longevity factorλ ∈ [0, 1], which controls the rapidity with
which old ratings are aged and discounted as a function of time. Withλ = 0, ratings are
completely forgotten after a single time period. Withλ = 1, ratings are never forgotten.

Let new ratings be collected in discrete time periods. Let the sum of the ratings of
a particular agenty in periodt be denoted by the vector~ry,t. More specifically, it is the
sum of all ratings~rx

y of agenty by other agentsx during that period, expressed by:

~ry,t =
∑

x∈My,t

~rx
y (4)

whereMy,t is the set of all agents who rated agenty during periodt.



Let the total accumulated ratings (with aging) of agenty after the time periodt be
denoted by~Ry,t. The new accumulated rating after time periodt + 1 is expressed as:

~Ry,(t+1) = λ · ~Ry,t + ~ry,(t+1), where0 ≤ λ ≤ 1 . (5)

Eq.(5) represents a recursive updating algorithm that can be executed every period
for all agents. A reputation score applies to member agents in a communityM . Before
any evidence is known about a particular agenty, its reputation is defined by the base
rate reputation which is the same for all agents. As evidenceabout a particular agent is
gathered, its reputation will change accordingly.

The most natural representation of reputation scores is in the form of the probability
expectation values of each element in the state space. The expectation value for each
rating level can be computed with Eq.(2). Let~R represent a target agent’s aggregate
ratings. The vector~S defined by:

~Sy :

(

Sy(Li) =
Ry(Li) + Ca(Li)

C +
∑k

j=1 Ry(Lj)
; | i = 1 . . . k

)

. (6)

is the corresponding multinomial probability reputation score. As already stated,
C = 2 is the value of choice, but larger value for the weightC can be chosen if a
reduce influence of new evidence over the base rate is required.

The reputation score~S can be interpreted as a multinomial probability measure
expressing how a particular agent is expected to behave in future transactions. It can
easily be verified that

k
∑

i=1

S(Li) = 1 . (7)

The multinomial reputation score can for example be visualised as columns, which
would clearly indicate if ratings are polarised. Assume forexample 5 levels:

L1 : Mediocre, L2 : Bad, L3 : Average, L4 : Good, L5 : Excellent. (8)

We assume a default base rate distribution. Before any ratings have been received,
the multinomial probability reputation score will be equalto 1/5 for all levels. We
consider two different cases where 10 ratings are received.In the first case, 10average
ratings are received, which translates into the concentricprobability reputation score
of Fig.10.a. In the second case, 5 mediocre and 5 excellent ratings are received, which
translates into the polarized probability reputation score of Fig.10.b.

While informative, the multinomial probability representation can require consid-
erable space to be displayed on a computer screen. A more compact form can be to
express the reputation score as a single value in some predefined interval. This can be
done by assigning a point valueν to each rating leveli, and computing the normalised
weighted point estimate scoreσ.

Assume e.g.k different rating levels with point values evenly distributed in the
range [0,1], so thatν(Li) = i−1

k−1 . The point estimate reputation is then computed as:

σ =

k
∑

i=1

ν(Li)S(Li) . (9)



(a) After 10 average ratings (b) After 5 mediocre and 5 excellent rat-
ings (polarised case)

Fig. 10.Reputation scores resulting from average and from polarised ratings

However, this point estimate removes information, so that for example the differ-
ence between the average ratings and the polarised ratings of Fig.10.a and Fig.10.b is
no longer visible. The point estimates of the reputation scores of Fig.10.a and Fig.10.b
are both 0.5, although the ratings in fact are quite different. A point estimate in the range
[0,1] can be mapped to any range, such as 1-5 stars, a percentage or a probability.

Bootstrapping a reputation system to a stable and conservative state is important.
In the framework described above, the base rate distribution~a will define initial default
reputation for all agents. The base rate can for example be evenly distributed, or biased
towards either a negative or a positive reputation. This must be defined by those who
set up the reputation system in a specific market or community.

Agents will come and go during the lifetime of a market, and itis important to be
able to assign new members a reasonable base rate reputation. In the simplest case,
this can be the same as the initial default reputation that was given to all agents during
bootstrap.

However, it is possible to track the average reputation score of the whole commu-
nity, and this can be used to set the base rate for new agents, either directly or with a
certain additional bias.

Not only new agents, but also existing agents with a standingtrack record can get
the dynamic base rate. After all, a dynamic community base rate reflects the whole
community, and should therefore be applied to all the members of that community.

The aggregate reputation vector for the whole community at time t is computed as:

~RM,t =
∑

yj∈M

~Ry,t (10)

This vector then needs to be normalised to a base rate vector as follows:

Definition 7 (Community Base Rate).Let ~RM,t be an aggregate reputation vector
for a whole community, and letSM,t be the corresponding multinomial probability
reputation vector which can be computed with Eq.(6). The community base rate as a
function of existing reputations at timet + 1 is then simply expressed as the community
score at timet:

~aM,(t+1) = ~SM,t. (11)



The base rate vector of Eq.(11) can be given to every new agentthat joins the com-
munity. In addition, the community base rate vector can be used for every agent every
time their reputation score is computed. In this way, the base rate will dynamically
reflect the quality of the market at any one time.

If desirable, the base rate for new agents can be biased in either negative or positive
direction in order to make it harder or easier to enter the market.

As an example we consider the following sequence of varying ratings:
Periods 1 - 10: L1 Mediocre
Periods 11 - 20: L2 Bad
Periods 21 - 30: L3 Average
Periods 31 - 40: L4 Good
Periods 41 - 50: L5 Excellent

The longevity factor isλ = 0.9 as before, and the base rate is dynamic. The evolu-
tion of the scores of each level as well as the point estimate are illustrated in Fig.11.

Fig. 11.Scores and point estimate during sequence of varying ratings

In Fig.11 the multinomial reputation scores change abruptly between each sequence
of 10 periods. The point estimate first drops as the score for L1 increase during the first
10 periods. After that the point estimate increases relatively smoothly during the subse-
quent 40 periods. Because of the dynamic base rate, the pointestimate will eventually
converge to 1.

5 Applications and Examples

5.1 The PGP Trust Model

The software encryption tool PGP (Pretty Good Privacy) [55]provides support for man-
aging public keys and public-key certificates. The trustworthiness of imported keys and
their owners is derived using PGP’s particular trust model.



Trust is is applied to three different aspects which are“Owner Trust” which corre-
sponds to trust in the owner of a public key,“Signature Trust” which corresponds to
trust in received certificates, and“Key Validity” which corresponds to trust in a public
key, where each trust type can take discrete trust values, asindicated below.

Owner Trust
Signature Trust















always trusted
usually trusted
not trusted
unknown trust

Key Validity







complete
marginal
undefined

A user’s private key(s) is/are stored in a table called the ‘Secret Key Ring’. Keys
stored here are used for signing messages and to decrypt received encrypted messages.
A table called the ‘Public Key Ring’ is used to store other users’ public keys together
with the trust parameters Key Validity and Owner trust for each key. Keys stored here
are used for encrypting messages sent to other users and to verify signed messages
received from them.

When a new public key is received and introduced through a certificate PGP first
checks that the Key Validity of the key used for signing the certificate is complete,
otherwise the certificate is ignored. After having accepteda certificate its Signature
Trust gets the Owner Trust value of the user who signed it. When a key has one or more
certificates, the accumulated Signature Trust values determine the Key Validity of the
key according to the skepticism level. By default PGP requires onealways trustedor
two usually trustedsignatures in order to assigncompleteKey Validity to the received
public key, but these parameters can be tuned by the user according to his or her trust
attitude. An insufficient number ofalways trustedor usually trustedsignatures results
in marginalKey Validity, and a key received without even ausually trustedsignature
getsundefinedKey Validity.

Only the Key Validity is automatically computed by PGP, not the Owner Trust. PGP
therefore asks the user how much he or she trusts the owner forintroducing new keys,
and this decision is purely subjective. The Key Validity andthe Owner Trust parameters
represent confidential information that is not communicated to other users.

After having defined the Key Validity and Owner Trust for a particular key, PGP
allows the user to sign and add it to the Public Key Ring. The user can now introduce
it to others who will evaluate this key in exactly the same wayas describe above. The
various elements (with their corresponding discrete trustparameters in brackets) are
illustrated in Fig.12.

Because trust parameters are subjective it is not meaningful to share the Public Key
Ring with others. Furthermore it is only meaningful to express trust in someone you
know, theoretically limiting the number of keys that anyonecan store on the Public Key
Ring to the number of people he or she actually knows. Currentusage however shows
that this design assumption is wrong; many people fill their Public Key Rings with keys
of people whom they have never met and with whom they have never communicated.
Unfortunately this practice destroys PGP’s trust management and reduces PGP to a
purely mechanical encryption tool.

PGP users can in principle follow whatever certification practice they want but they
are of course expected to be convinced that the key is authentic, or in PGP terms that



Fig. 12.The PGP trust model

the Key Validity is considered to becomplete, before issuing a certificate and this can
be considered as an informal certificate policy. PGP was primarily built as an e-mail
encryption tool for creating a secure channel between people who know each other or
who can establish an indirect trust path between each other,and for that purpose it has
been extremely successful.

5.2 Web Page Ranking

The early web search engines such as Altavista simply presented every web page that
matched the key words entered by the user, which often resulted in too many and ir-
relevant pages being listed in the search results. Altavista’s proposal for handling this
problem was to offer advanced ways to combine keywords basedon binary logic. This
was too complex for users, and therefore did not provide a good solution.

PageRank proposed by Pageet al. (1998) [43] represents a way of ranking the best
search results based on a page’s score according to a specificmetric. Roughly speaking,
PageRank computes the score for any Web page as the sum of the normalised weights
of hyperlinks pointing to it, where a normalised hyperlink weight is determined by
the score of the page containing the hyperlink, divided by the total number of hyper-
links from that page. This can be described as a trust system,because the total set of
hyperlinks form transitive trust chains that can be used as abasis for deriving a rela-
tive trust measures for each page. A single hyperlink to a given web page can be seen
as a unidirectional trust relationship between the source and the target page. Google’s
search engine15 is based on the PageRank algorithm, and the rapidly rising popularity
of Google at the cost of Altavista was obviously caused by thesuperior search results
that the PageRank algorithm delivered. The definition of thePageRank algorithm from
Pageet al. (1998) [43] is given below:

Definition 8 (PageRank).Let P be a set of hyperlinked web pages and letu andv
denote web pages inP . Let N−(u) denote the set of web pages pointing tou and

15 http://www.google.com/



let N+(v) denote the set of web pages thatv points to. Lets be some vector overP
corresponding to a distribution of initial score such that

∑

u∈P s(u) = 1. Then, the
rank of a web pageu is:

r(u) = d s(u) + (1 − d)
∑

v∈N−(u)

r(v)

|N+(v)|
, (12)

In [43] it is recommended thatd be chosen such thatd = 0.15. The first term in
Eq.(12) gives rank value based on initial score. The second term gives rank value as
a function of normalised weights of hyperlinks pointing atu. The algorithm of Def.8
must be iterated over the whole Web until the scores for all Web pages stabilise.

The PageRank algorithm provides an algorithmic representation of the “random
surfer model”, i.e. the valuer(u) represents the probability of arriving at Web page
u by randomly surfing the Web. Intuitively, because of the verylarge total number of
hyperlinked Web pages in the Internet, this probability value is very close to zero for
any random web page.

According to Def.8,r(u) ∈ [0, 1], but the PageRank values that Google provides to
the public are scaled to the range [0,10]. We will denote the public PageRank of a page
u asPR(u). This public PageRank measure can be viewed for any web page using
Google’s toolbar which is a plug-in to the MS Internet Explorer. Although Google do
not specify exactly how the public PageRank is computed, it is widely conjectured that
it measured on a logarithmic scale with base close to 10. An approximate expression
for computing the public PageRank could for example be:

PR(u) = l + log10r(u) (13)

wherel is a constant that defines the cut-off value, so that only pages with r(u) >
10−l will be listed by Google. A typical value isl = 11.

It is not publicly known how the source rank vectors is defined, but it would be
natural to distribute it over the root web pages of all domains weighted by the cost of
buying each domain name. Assuming that the only way to improve a page’s PageRank
is to buy domain names, Clausen (2004) [9] shows that there isa lower bound to the
cost of obtaining an arbitrarily goodPR(u) for a Web pageu.

Without specifying many details, Google state that the PageRank algorithm they are
using also takes other elements into account, with the purpose of making it difficult or
expensive to deliberately influence PageRank.

In order to provide a semantic interpretation of a PageRank value, a hyperlink can
be seen as a positive rating of the page it points to. Negativeratings do not exist in
PageRank so that it is impossible to blacklist web pages withthe PageRank algorithm
of Eq.(12) alone. Before Google with it’s PageRank algorithm entered the search en-
gine arena, some webmasters would promote web sites by filling web pages with large
amounts of commonly used search key words as invisible text or metadata in order for
the page to have a high probability of being listed by a searchengine no matter what the
user searched for. The PageRank algorithm compensates for problem because a highR
is also needed in addition to matching key words in order for apage to be presented to
the user.



The growing importance of having a high score in search engines has made many
owners of Web sites very restrictive with placing hyperlinks to other websites, because
outgoing hyperlinks normally result in decreased scores for Web pages on the own Web
site. The very existence of search engines thus had the inevitable effect of interfering
with the structure of the Web.

The increasing popularity and economic importance of search engines has also lead
to more damaging methods for artificially boosting the scoreof Web pages. One such
example is the phenomenon calledlink spamwhich consists of placing many hyperlinks
to the same Web page on open Web fora such as online discussionboards, guest books,
weblogs and wikis. The motivation behind this attack is thatsearch engines will give an
increased score for the Web page that these hyperlinks pointto.

In order to counter the link spam attacks Google announced inearly 2005 that hyper-
links marked with the attributerel="nofollow" would not influence the hyperlink
target’s score in the search engine’s index. This is implemented as follows:

<a href="http://some-spammer-website.com"
rel="nofollow" >Click here!</a>

Most open Web fora now mark user-submitted hyperlinks this way by default, with
no option to disable it by the users, and most search engines take it into account when
computing scores. This is an example where a simple technical solution was able to
solve a growing problem. However, it has negative side effects.

The increasing usage ofrel="nofollow" in Web pages will have the effect that
scores computed by Google and search engines no longer reflect the real structure of
the Web, and removes the model more and more from the random surfer model. The
random surfer follows any link, whereas search engines onlyfollow those that are not
marked byrel="nofollow". A likely development is that most outgoing hyperlinks
will be marked in this way in a selfish manner in order not to suffer decreased scores.
The search engines will then face the problem of scarcity of cross links between Web
sites, making the computed scores increasingly unreliable.

As a substitute for the hyperlinks, search engines need to use other types of ev-
idence. An obvious source of information is the links that users actually select after
a specific search. algorithms can for example be designed that increase the rank of a
specific Web page when many people select the link to that pageafter a Web search.
However, the value of this information is limited, because it only becomes available
during searches, and does not reflect which Web pages people go to when not using
search engines.

It would be more valuable for search engines to know the link to every page that
people visit. By encouraging people to use toolbars, searchengines can get precisely
that information. A toolbar provides some value-added functionality to users, such as
displaying the PageRank of every page the user visits. In return for this functionality, the
engine is informed about every single Web page that the user visits. This architecture is
illustrated in Fig.13 below.



Fig. 13.Network architecture for search engine toolbars

Users often ignored that the toolbar provides this information. Constantly providing
the search engine with information about Web pages visited by the user can be consid-
ered quite intrusive, and this functionality is usually also found in so-called spyware.

On the basis of information provided by toolbars, search engines are able to compute
the probability that an intentional surfer will go to any particular Web page. This can be
called theintentional surfer model, which represents an improvement over the random
surfer model of the original PageRank algorithm.

However, it is likely that the current model is already underattack with the purpose
of artificially increasing the ranking of certain Web pages.An obvious attack method
is e.g. to install search engine toolbars on a large number ofcomputers, and let pro-
grams automatically browse specific Websites. Google and other toolbar providers are
aware of this potential problem, and usually registers eachindividual toolbar installa-
tion in order to identify possible “click spamming”. It is still unclear to what degree
click spamming already is or will be a problem in the near future. The “pay per click”
business model is being abused through click spamming, and it is therefore to be ex-
pected that the intentional surfer model that bases rank on the number of clicks to Web
pages already is under attack as well.

In general it can be observed that any new method for improving rank computation
becomes the subject of new attacks as soon as it is implemented. The robustness and re-
liability of searching and Web navigation has become a cat-and-mouse game, similarly
to that of traditional information security.

As a simple example of how a reputation system can be implemented in a general
level we describe a simple reputation toolbar which can be installed on any browser.
This allows the reputation score of any Web page to be visualised to the user, as well as
the user to rate Web sites and Web pages. The toolbar communicates with a centralised
server which keeps the reputation vectors of all Web pages. AWeb page can be rated
by the user with a discrete set of different levels, as described above. This architecture
is illustrated in Fig.14



Fig. 14.Network architecture for reputation toolbars

While the browser is fetching a Web page, the reputation toolbar will query the
reputation server about the reputation score of that Web page or Web site. The user
is also invited to rate the same Web site through the toolbar.This rating is sent to the
reputation server, and taken into account when computing the reputation score in the
future.

The functionality of the reputation toolbar of Fig.14 can very well be integrated with
a traditional search engine toolbar. The reputation scorescan be taken into account for
computing rank when presenting Web search results, or can bepresented as a separate
score for each search query result. In the latter case, the reputation server and the search
engine do not need to be co-located. The reputation score cansimply be fetched as
part of a search query, either by the search engine itself, orby a shell on the client
machine. The addition of a reputation system to the traditional search engine will allow
the implementation of thecritical surfer model, which represents an improvement over
the currentrandom surferand theintentional surfermodels, as illustrated in Fig.15.

Fig. 15.Past, present and future Web ranking models



While the introduction of the PageRank algorithm represented a revolution in the
quality of Web searches, there is still an untapped potential for improvement by inte-
grating reputation systems with search engines.

5.3 The Slashdot Model and Hierarchic Reputation Systems

An approach that seems to work relatively well is that of meta-moderation used on
Slashdot16 which is a“news for nerds”message board started in 1997. More precisely
it is a forum for posting articles and comments to articles. In the early days when the
community was small, the signal to noise ratio was very high.As is the case with all
mailing lists and discussion fora where the number of members grow rapidly, spam
and low quality postings emerged to become a major problem, and this forced Slashdot
to introduce moderation. To start with there was a team of 25 moderators which after
a while grew to 400 moderators to keep pace with the growing number of users and
the amount of spam that followed. In order to create a more democratic and healthy
moderation scheme, automated moderator selection was introduced.

The moderation scheme actually consists of two moderation layers where M1 is
for moderating comments to articles, and M2 is for moderating M1 moderators. The
purpose of M1 is to be able to filter the good comments from the bad. The purpose
of M2 is to address the issue of unfair moderations, or more precisely to sanction M1
moderators. Above M2 in the hierarchy are the staff of Slashdot with omnipotent powers
to sanction any M1 or M2 moderator who is detected in abusing the system. Details of
the Slashdot reputation systems are described in [27].

Slashdot implements a hierarchic reputation system that directs and stimulates the
massive collaborative effort of moderating thousands of postings every day. The system
is constantly being tuned and modified and can be described asan ongoing experiment
in search for the best practical way to promote quality postings, discourage noise and
to make Slashdot as readable and useful as possible for a large community.

In a hierarchical reputation system, ratings occur at different levels, and scores can
be computed for elements on each level. Here we describe a general approach to de-
signing hierarchical reputation systems.

Service objects can have a reputation score based on ratingsfrom service users.
Users who provide ratings have a credit score based ratings from moderators. Modera-
tors have a credit score based on ratings from Controllers who represent the top of the
hierarchy. Users rate service objects positively or negatively based on direct experience
with those services. A reputation score can be computed for each object as a function
of those ratings. Moderators can rate users depending on whether they provide fair or
unfair service ratings. A credit score can be computed for each user based on the user’s
fairness in rating services. The idea is that service ratings provided by discredited users
will carry relatively less weight than service ratings provided by credited users, when
the reputation scores for service objects are derived. Controllers, who for example can
be representatives from the reputation centre, can rate moderators, and depending on
the design, can also rate users. This model is illustrated inFig.16.

16 http://slashdot.org/
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Fig. 16.Hierarchic model for reputation systems

The idea being this design is to spread the workload of providing ratings over all
the service users, and provide a mechanisms for stabilisingthe system and sanctioning
unfair raters. Design issues are for example the determination of the optimal Moder-
ator/User and Controller/Moderator ratios, and defining adequate incentives for par-
ticipants to contribute to the collaborative effort. From apurely rational viewpoint, a
participant has little incentive to rate a service after thefact, because providing ratings
benefits others, not oneself. A study from eBay [45] shows that 60.7% of the buyers and
51.7% of the sellers on eBay provided ratings about each other. Possible explanations
for these relatively high values can for example be that providing reciprocal ratings
simply is an expression of politeness. However lack of incentives for providing ratings
is a general problem that needs special attention when designing reputation systems.

6 Discussion and Conclusion

The robustness of trust and reputation systems for resisting attacks and strategic manip-
ulation is the critical factor for the success of this technology, and which currently is not
being sufficiently addressed. Traditional security mechanisms can be used to achieve
goals such as anonymity and integrity of ratings [19]. Identity and credentials manage-
ment can be used to control when and by whom ratings can be provided, e.g. to prevent
ballot stuffing [20]. The robustness of soft security mechanisms will thus depend on
hard security mechanisms.

Social acceptance of trust and reputation systems is another critical factor, which
many commercial systems have addressed and solved quite well. However, for the more
widespread and general usage of these systems, social acceptance by all parties is an
issue that needs to be considered.

Given that reputation systems used in commercial and onlineapplications have se-
rious vulnerabilities, it is obvious that the reliability of these systems sometimes is
questionable. Assuming that reputation systems give unreliable scores, why then are



they used? A possible answer to this question is that in many situations the reputation
systems do not need to be robust because their value lies elsewhere. Resnick & Zeck-
hauser (2002) [45] consider two explanations in relation toeBays reputation system: (a)
Even though a reputation system is not robust it might serve its purpose of providing an
incentive for good behaviour if the participants think it works, and (b) even though the
system might not work well in the statistical normative sense, it may function success-
fully if it swiftly reacts against bad behaviour (called“stoning” ) and if it imposes costs
for a participant to get established (called“label initiation dues”).

Given that some online reputation systems are far from beingrobust, it is obvious
that the organisations that run them have a business model that is relatively insensitive to
their robustness. It might be that the reputation system serves as a kind of social network
to attract more people to a web site, and if that is the case, then having simple rules
for participating is more important than having strict rules for controlling participants’
behaviour. Any reputation system with user participation will depend on how people
respond to it, and must therefore be designed with that in mind. Another explanation is
that, from a business perspective, having a reputation system that is not robust can be
desirable if it generally gives a positive bias. After all, commercial web stores are in the
business of selling, and positively biased ratings are morelikely to promote sales than
negative ratings.

Whenever the robustness of a reputation system is crucial, the organisation that
runs it should take measures to protect the stability of the system and robustness against
attacks. This can for example be by including routine manualcontrol as part of the
scheme, such as in Epinions’ case when selecting Category Lead reviewers, or in Slash-
dot’s case where Slashdot staff are omnipotent moderators.Exceptional manual control
will probably always be needed, should the system come underheavy attack. Another
important element is to keep the exact details of the computation algorithm and how
the system is implemented confidential (called“security by obscurity”), such as in the
case of Epinions, Slashdot and Google. Ratings are usually based on subjective judge-
ment, which opens up the Pandora’s box of unfair ratings, butif ratings can be based on
objective criteria it would be much simpler to achieve high robustness.

The rich literature growing around trust and reputation systems for Internet trans-
actions, as well as the implementation of reputation systems in successful commercial
application, give a strong indication that this is an important technology. The early
commercial and live implementations were, and still are, based on relatively simple
schemes, whereas a multitude of different systems with advanced features are continu-
ously being proposed by the academic community. Some of the advanced schemes are
slowly finding their way into real implementations as more experience is gained with
this type of technology.

Designing and implementing robust trust and reputation systems represents a formidable
challenge, and the long term acceptance of the Internet as a reliable platform for sup-
porting open markets and communities depends on the successof this endeavour. To
have effective and pervasive trust management on the Internet is like finding the holy
grail because the value of the Internet would increase manifold. How to make it happen
is therefore an extremely important research problem for the global Internet community.
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